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Abstract
Large manufacturing companies are

considering to deliver to their customer base
“guaranteed uptime” instead of the conventional
service contracts. Modern industry is concerned
about extending the lifetime of its critical processes
and maintaining them only when required.
Significant aspects of these trends include the
ability to diagnose impending failures, prognose
the remaining useful lifetime of the process and
schedule maintenance operations so that uptime is
maximized. Prognosis is probably the most
difficult of the three issues leading to condition-
based maintenance. This paper attempts to address
this challenging problem with intelligence-oriented
techniques, specifically dynamic wavelet neural
networks. Dynamic wavelet neural networks
incorporate temporal information and storage
capacity into their functionality so that they can
predict into the future, carrying out fault prognostic
tasks. An example is presented in which a trained
dynamic wavelet neural network successfully
prognoses a defective bearing with a crack in its
inner race.

Introduction
The manufacturing and industrial sectors of our

economy are increasingly called to produce at higher
throughput and better quality while operating their
processes at maximum yield. As manufacturing facilities
become more complex and highly sophisticated, the
quality of the production phase has become more crucial.
The manufacture of such typical products as aircraft,
automobiles, appliances, medical equipment, etc, involves
a large number of complex processes most of which are
characterized by highly nonlinear dynamics coupling a
variety of physical phenomena in the temporal and spatial
domains. It is not surprising, therefore, that these processes
are not well understood and their operation is “tuned” by
experience rather than through the application of scientific
principles. Machine breakdowns are common limiting
uptime in critical situations. Failure conditions are difficult

and, in certain cases, almost impossible to identify and
localize in a timely manner. Scheduled maintenance
practices tend to reduce machine lifetime and increase
down-time, resulting in loss of productivity. Recent
advances in instrumentation, telecommunications and
computing are making available to manufacturing
companies new sensors and sensing strategies, plant-wide
networking and information technologies that are assisting
to improve substantially the production cycle. Machine
diagnostics/prognostics for condition-based maintenance
involves an integrated system architecture with a
diagnostic module – the diagnostician – which assesses
through on-line sensor measurements the current state of
critical machine components, a prognostics module – the
prognosticator – which takes into account input from the
diagnostician and decides upon the need to maintain
certain machine components on the basis of historical
failure rate data and appropriate fault models, and a
maintenance scheduler whose task is to schedule
maintenance operations without affecting adversely the
overall system functionalities of which the machine in
question is only one of its constituent elements.

This paper addresses issues relating to the prognostic
module – the Achilles heel of the Condition-Based-
Maintenance (CBM) architecture. Fault diagnosis is a
mature field with contributions ranging from model-based
techniques to data-driven configurations that capitalize
upon soft computing and other “intelligent” tools [1][2].
Condition-based maintenance scheduling is a complex task
that involves finding the “optimum” time to perform
maintenance within the window prescribed by the
Prognosticator while meeting a host of constraints. This
scheduling problem may be formulated as a multi-
objective optimization problem where the main objective
is to maximize process uptime while satisfying a set of
constraints that relate to resource and maintenance
personnel availability, production and scheduling
requirements, redundant or relocatable machines, timing
constraints, etc [3]-[5]. The word “prognosis” implies the
foretelling of the probable course of a disease [6], a term
widely used in medical practice. In the industrial and
manufacturing arenas, prognosis is interpreted to answer
the question: what is the remaining useful lifetime of a



machine or a component once an impending failure
condition is detected and identified? Stochastic Auto-
Regressive Integrated Moving Average (ARIMA) models
[7], fuzzy pattern recognition principles [8], knowledge-
intensive expert systems [9], nonlinear stochastic models
of fatigue crack dynamics [10], polynomial neural
networks [11] and other techniques have been introduced
over the past years to address the diagnostic/prognostic
problem. This paper attempts to address this issue by
introducing a novel combination of a “virtual” sensor as a
mapping tool between known measurements and
“difficult-to-access” quantities and a dynamic wavelet
neural network as the “predictor”, i.e. the construct that
projects into the future the temporal behavior of a faulted
component.

The Prognosticator
The prognosticator performs the vital function of

linking the diagnostic information with the maintenance
scheduler. It is probably the least understood but most
crucial component of the diagnostic/prognostic/CBM
hierarchical architecture. Furthermore, it entails ambiguity
and large-grain uncertainty since the historical evolution of
a failure event – the growth of a structural fault, for
example – is difficult if not impossible to model
accurately, historical data is not readily available and the
particular growth phenomenon may be strongly dependent
on the system structure, operating conditions,
environmental effects, etc. It is viewed as a dynamic
predictor which receives fault data from the diagnostic
module and determines the allowable time window during
which machine maintenance must be performed if the
integrity of the process is to be kept as high as possible.
The term “dynamic predictor” implies also the functional
requirement that the target output, i.e. remaining useful
lifetime or time-to-failure, is dynamically updated as more
information becomes available from the diagnostician.
Thus, this scheme should reduce the uncertainty and
improve the prediction accuracy as the accumulated
evidence grows.

Figure 1 The overall architecture of the prognostic
system

Figure 1 depicts the overall architecture of the
prognostic system. The diagnostician monitors
continuously critical sensor data and decides upon the
existence of impending or incipient failure conditions. The
detection and identification of an impending failure
triggers the prognosticator. The latter reports to the CBM
module the remaining useful lifetime of the failing
machine or component. The CBM module schedules the
maintenance so that uptime is maximized while certain
constraints are satisfied. The schematic of Figure 1 focuses
on the functionalities of the prognosticator. The
diagnostician alerts the prognostic module and provides
failure and other pertinent sensor data to it. The prognostic
architecture is based on two constructs: a static “virtual
sensor” that relates known measurements to fault data and
a predictor which attempts to project the current state of
the faulted component into the future thus revealing the
time evolution of the failure mode and allowing the
estimation of the component’s remaining useful lifetime.
Both constructs rely upon a wavelet neural network model
acting as the mapping tool. It is appropriate, therefore, to
digress for a brief discussion of the Wavelet Neural
Network (WNN).

The Wavelet Neural Networks
The Wavelet Neural Network belongs to a new class

of neural networks with unique capabilities in addressing
identification and classification problems. Wavelets are a
class of basic elements with oscillations of effectively
finite-duration that makes them look like “little waves”.
The self-similar, multiple resolution nature of wavelets
offers a natural framework for the analysis of physical
signals and images. On the other hand, artificial neural
networks constitute a powerful class of nonlinear function
approximants for model-free estimation. A common
ground between these two technologies may be coherently
exploited by introducing a WNN. Indeed, the
implementation of a neural network is closely related to a
truncated version of the wavelet series.

A MIMO WNN can be formulated as [12]:
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where x is the 1×n input row-vector; y is the 1xK output
row-vector and K is the number of outputs; Aj is the nxn
squashing matrix for the jth node; bj is the 1xn translation
vector for the jth node; C is the M×K matrix of output
coefficients, where M is the number of wavelet nodes; Clin

is the (n+1)×K matrix of output coefficients for the linear
direct link; and ψ  is the wavelet function that can take the
form:
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where x is the input row-vector; A the squashing matrix
for the wavelet; b the translation vector; and T the
transpose operator. Composed of localized basis functions,
the WNNs are suitable for capturing the local nature of the
data patterns and thus are efficient tools for both
classification and approximation problems.

The WNN of (1) is a static model in the sense that it
establishes a static relation between its inputs and outputs.
All signals flow in a forward direction only with this
configuration. Dynamic or recurrent neural networks, on
the other hand, are required to model the time evolution of
dynamic systems. Signals in such a network configuration
can flow not only in the forward direction but also can
propagate backwards, in a feedback sense, from the output
to the input nodes. Dynamic Wavelet Neural Nets have
recently been proposed to address the
prediction/classification issues. A multi-resolution
dynamic predictor that utilizes the discrete wavelet
transform and recurrent neural networks forming nonlinear
models for prediction was designed and employed for
multi-step prediction of the intra-cranial pressure signal
[13]. A recurrent wavelet neural network was developed
for the blind equalization of nonlinear communication
channels [14]; recurrent wavelet neural networks were also
derived in [15] using the real-time Back-Propagation
algorithm.
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Figure 2 A dynamic wavelet neural network.

The basic structure of a DWNN is shown in Figure 2.
Delayed versions of the input and output augment now the
input feature vector and the resulting construct can be
formulated as:
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where U is the external input; Y is the output; M is the
number of outputs; N is the number of external inputs; and
WNN stands for the static WNN. The DWNN described
by (3) can be trained in a time-dependent way, using either
a gradient-descent technique like the Levenberg-Marquardt
algorithm or an evolutionary one such as the genetic

algorithm. In addition, such fundamental performance
concerns as stability can be examined using system-
theoretic concepts, for example, Lyapunov stability theory.

The Virtual Sensor

It is often true that machine or component faults are
not directly accessible for monitoring their growth
behavioral patterns. Consider, for example, the case of a
bearing fault. No direct measurement of the crack
dimensions is possible when the bearing is in an
operational state. That is, there is no such device as a “fault
meter” capable of providing direct measurements of the
fault evolution. Examples of a similar nature abound. In
[16], the authors report on the development of a neural net
based virtual or ideal sensor used to diagnose engine
combustion failures, known as misfire detection. Their
technique employs a recurrent neural net as the classifier
that takes such inputs as crankshaft acceleration, engine
speed, engine load and engine ID and produces a misfire
diagnostic evaluation as the output. In the present study,
the same concept is exploited to design a virtual sensor
which takes as inputs measurable quantities or features and
outputs the time evolution of the fault pattern. A schematic
representation of the WNN as a virtual sensor is shown in
Figure 3.
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Figure 3  A schematic representation of the WNN as a
virtual sensor

The Predictor

Prediction of the course in which a fault could develop
can be looked into from two different viewpoints: one
view is to locate the fault value at a certain time moment
and the other is to find the time moment when the fault
reaches a given value, i.e. the fault dimensions reach a pre-
specified threshold. The latter appears to be more
meaningful because it concentrates on revealing the critical
time without requiring estimation of the whole time
interval, thus resulting in a more efficient algorithm. The
notion of Time-To-Failure (TTF) is the most important
measure in prognosis. In fact, prognosis can be
accomplished in either the time or frequency or even the
event domain, since all of these domains are made up of
ordered points.



A fault predictor based on the DWNN is illustrated in
Figure 4. The process is monitored real-time using
appropriate sensors. Here, virtual sensors can also be
employed to measure signals or their derivatives that are
difficult to record on-line and on-site. Data obtained from
measurements are continuously processed and features
extracted on a time scale. The features are organized into a
time-stamped feature vector that serves as the input to the
DWNN. Consequently, the DWNN performs as a dynamic
classifier or identifier. The data used to train the predictor
must be recorded with time information, which is the basis
for the prognosis-oriented prediction task. In the case of a
bearing fault, the predictor could take the fault dimensions,
failure rates,  trending information, temperature,
component ID, etc. as its inputs and generate the fault
growth as the output. Feature extraction can be performed
periodically for the processes under prognosis. It should be
noted that features are extracted in temporal series and are
dynamic in the sense that the DWNN processes them in a
dynamic fashion. Then, the obtained features are fused into
the time-dependent feature vector that characterizes the
process at the designated time instants. Feature selection is
based on criteria that distinguish a fault signature from
normal operating conditions and one particular fault mode
from another. Such other criteria as computational cost
may be included.
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Figure 4  A schematic representation of the DWNN as the
predictor

The DWNN must be trained and validated before any
on-line implementation and use. Such algorithms as the
Back-Propagation or Genetic Algorithm can be used to
train the network. Once trained, the DWNN, along with
the TTF calculation mechanism, can act as an on-line
prognostic operator. It is worth reiterating that the results
from the diagnosis serve as the input to the prognosis.
Thus, the fidelity and accuracy of the diagnostician bears a
direct impact on the reliability of the prognosticator.
Predictions can be substantially improved as more fault
data become available. The diagnostic/prognostic
operation is viewed, therefore, as a dynamic, “evolving”
mechanism with adaptive observation and prediction
windows; more accurate predictions resulting from the
utility of additional historical information. The DWNN is,
indeed, updated on-line in a real-time fashion.

Uncertainty Management

The basic features of the proposed prognostic
architecture will be illustrated via an application example.
The case at hand refers to a rolling-elements bearing
failure. Such components are common in industrial
equipment and their failure may result in severe damage of
critical processes. Micro-cracks may grow in size over
time as local and other operating conditions stress the
constituent elements of the bearing. Uncertainty and
ambiguity are the rule rather that the exception in the
diagnosis and prognosis of failure modes in such systems.
They manifest themselves at various levels of abstraction:
at the data level, the feature level, the decision level and
classification levels. As the prediction window increases,
so does the uncertainty resulting from the levels of the data
processing hierarchy. There are many potential root causes
of uncertainty associated with fault conditions: Faults
exhibit varying signatures depending upon the location,
cause, prevailing operating conditions and the state of the
component materials. Detection and identification at an
early stage of an incipient failure mode requires reliable
and robust techniques for accurate declaration without
false alarms. Prediction of the future behavior of a fault is
much  more demanding – essentially taxing severely the
available means to quantify uncertainty. Prediction
algorithms, therefore, must incorporate possibilistic (or
probabilistic) quantifiers that inform the user of the
expected time-to-failure as well as its anticipated variance
(in terms of the earliest and latest time estimates). Fuzzy
notions, such as fuzzy membership functions, are known to
capture well uncertainty estimates and Dempster-Shafer
theory may prove useful in combining conflicting evidence
and supporting upper and lower bounds (plausibility and
belief metrics) in these estimates.

Difficulties in uncertainty management for fault
prognosis are due to the fact that fault prognosis involves
subjective as well as objective uncertainties and operates
over the time horizon from the past, through the present
and to the future. Thus, two essential investigation steps
are deemed to be necessary: identifying uncertainty
sources and devising uncertainty management schemes.
For a process fault prognosis task, uncertainty sources can
be broken down into four types: uncertainties in the
historic data, uncertainties in the prognostic method,
uncertainties in the process itself, and uncertainties in the
operator or designer’s opinion. Correspondingly, these
uncertainties are named (a) data uncertainties, (b) process
uncertainties, (c) method uncertainties, and (d) designer
uncertainties. For process fault prognosis, identification of
these uncertainty sources allows us to target different
mathematical tools at different types of uncertainties.
Normally, there are two mathematical tools that can be
used for the uncertainty management problem: probability
theory and possibility theory.



For simplicity, this paper deals only with data
uncertainties and uses uncertainty boundaries for reporting
prognostic results. This results in the so-called interval
prediction, compared to point predictions. An uncertainty
interval can readily be generated by estimation of a lower
and an upper bound of the prediction window. As shown in
Figure 5, a fault indicated by the feature F(t) would evolve
along its mean FM(t) and within its lower bound FL(t) and
upper bound FU(t). Thus, the prognostic result can be
reported as that the remaining useful lifetime has a mean
TM  and bounded in [ TL TU ], due to data uncertainties.

Figure 5  Uncertainty boundaries in a prognostic task

An Illustrative Example
Industrial chillers are typical processes found in many

critical applications. These devices support electronics,
communications, etc. on a navy ship, computing and
communication in commercial enterprises, refrigeration
and other functions in food processing, etc. Of special
interest is the fact that their design incorporates a diverse
assemblage of common and vital components, i.e. pumps,
motors, compressors, etc. A rich variety of failure modes
are observed on such equipment ranging from vibration-
induced faults to electrical failures and a multitude of
process-related failure events. Most chillers are well
instrumented monitoring vibrations, temperature, pressure,
flow, etc., and many mechanical faults exhibit symptoms
that are sensed via vibration measurements. For example, a
water pump will vibrate if its motor bearing is defective, if
its shaft is misaligned or if its mounting is somewhat loose.
A rolling-element bearing fault is used in this study to
demonstrate the feasibility of the prognostic algorithms.

Defective bearings or loose mounting bolts would
cause a pump to vibrate abnormally. The vibrations are
normally monitored by an accelerometer. The measured
signals are transferred to a data acquisition unit via a high-
quality co-axial cable. Tri-axial vibration signals

originating from a bearing with a crack in its inner race
have been collected [17]. An initial crack was seeded in
the bearing and the experiment was run for a period of
time and vibration data were recorded during that period.
The set-up was then stopped and the crack size was
increased followed by a second run. This procedure was
repeated until the bearing failed. The crack sizes were
organized in an ascending order while time information
was assumed uniformly distributed among the crack sizes.
A training data set relating to the crack growth was thus
obtained. Time segments of vibration signals from a good
bearing and a defective one are shown in Figure 6. Their
corresponding power spectral densities (PSD) are shown in
Figure 7. The original signals were windowed with each
window containing 1000 time points. The maximum
values of the vibration signals in each window were also
recorded as shown in Figure 8. The PSDs of the windowed
vibration signals were calculated and their peak values
extracted as depicted in Figure 9. Figure 10 shows the
corresponding crack sizes. Crack size information at
intermediate points was generated via interpolation to
avoid a large number of repeated experiments. There are
100 data points for each curve in the figures. The features
chosen for prognosis were the maximum signal values and
the maximum signal PSDs for all three axes, i.e., (MaxSx
MaxSy MaxSz) and (MaxPSDx MaxPSDy MaxPSDz).

Figure 10 demonstrates the crack growth as a function
of time. The model is first trained using fault data up to the
100th time window. from then on, it predicts the crack
evolution until the final bearing failure. The virtual sensor,
implemented as a WNN with seven hidden nodes or
neurons is trained through the process of Figure 11. This
virtual sensor “measures” the crack size on the basis of the
maximum signal amplitude and the maximum signal PSDs
as inputs. The training results are depicted in Figure 12. It
is observed that 100 data points employed for training lead
to very satisfactory results. The DWNN, acting as the
predictor, is trained next. The optimized training procedure
results in a DWNN of eight hidden neurons. The training
results are shown in Figure 14. Training is deemed
satisfactory when 100 data points are used. The trained
predictor is employed next to predict the future crack
development, as shown in Figure 15. A failure hazard
threshold was established on the basis of empirical
evidence corresponding to Crack_Width = 2000 microns
or Crack_Depth = 1000 microns. The crack reaches this
hazard condition at the 174th time window. The
Crack_Width criterion is reached first. These results are
preliminary and intended only to illustrate the proposed
prognostic architecture. A substantially large data base is
required for feature extraction, training, validation and
optimization. Such a data base will permit a series of
sensitivity studies that may lead to more conclusive results
as to the capabilities and the effectiveness of the proposed
approach.
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Figure 6 Vibration Signals from a good and a defective
bearing

Figure 7 PSDs of the vibration signals in Figure 6

Figure 8 The peak values of the original signal

Figure 9 The maximum PSDs of the original signals

Figure 10 The original crack sizes

Figure 11 The training of the virtual sensor
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Figure 12 The crack sizes measured by the trained
virtual sensor

Figure 13 The training of the predictor

Figure 14 The crack growth predicted by the trained
predictor within 100th time window

      Figure 15 The crack growth predicted by the trained
predictor beyond 100th time window   

Conclusions
A fault prognosis architecture consisting of a virtual

sensor and a dynamic wavelet neural network has been
developed. The proposed model addresses two challenging
issues relating to prognosis of machine or component
failures: How do we “measures” the growth of a fault and
how do we predict the remaining useful lifetime of such a
failing component or machine? Reliable answers to these
questions are bound to assist maintenance personnel in the
conduct of condition-based maintenance so that uptime is
maximized and the useful life of critical assets is
prolonged. Simulation studies of the virtual sensor –
predictor configuration, based on a limited experimental
data set, show promise. More extensive failure data –
difficult to obtain in critical processes – are required to
draw firm and comparative conclusions. The proposed
architecture provides a generic and open platform that can
be easily modified and augmented as new failure evidence
becomes available. The WNN construct (in both the static
and dynamic versions) is amenable to accommodating
learning routines (on-line and off-line) so that the
algorithm can be improved with time. Uncertainty, a
dominant influence in diagnostics and prognostics, must be
accommodated and managed. A neuro-fuzzy version of the
basic WNN and DWNN can assist in this direction when
coupled with notions from Dempster-Shafer theory. This
paper, therefore, serves as a motivation to encourage
further research in those challenges areas of data collection
and management, modeling, validation and verification,
implementation and assessment that are crucial to a
successful penetration of these technologies in the
industrial and manufacturing sectors of our economy.
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